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a b s t r a c t 

In this paper, we first propose an adaptive bit-level data embedding (ABDE) method to embed secret data 

into a cover image and an adaptive checkerboard based prediction (ACBP) method to predict 3/4 of the 

pixels in an image using its remaining 1/4 of the pixels. Based on ABDE and ACBP, we further propose a 

parametric reversible data hiding method in encrypted images (PRDHEI). When parameter ε = 1 ( ε ∈ [1, 

255]), PRDHEI is a full reversible method that both the original image and secret data can be completely 

recovered. The embedding rate is much higher than state-of-the-art RDHEI methods. Moreover, when 

ε > 1, the embedding rate of PRDHEI increases significantly. The receiver can fully recover the secret data 

and reconstruct the original image with very high quality. When ε = 255 , PRDHEI reaches its maximum 

embedding rate of 4.5 bpp while the recovered images are of an average peak signal-to-noise ratio larger 

than 32 dB. 

© 2018 Elsevier B.V. All rights reserved. 
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. Introduction 

Image encryption and data hiding are two main techniques for

rivacy protection [1] . The former aims to change the meaning-

ul image into a noise-like one for preventing unauthorized access,

hile the later conceals secret data into a cover image in an im-

erceptible way [2,3] . In image encryption, the original image is

he one to be protected, while, in data hiding, the secret data is

he information that should be undisclosed. Reversible data hiding

RDH) is a technique that require to perfectly recover the original

mage after extracting the secret data from the marked image. It

an be used in many applications, such as law enforcement, med-

cal imaging and remote sensing, where the original cover image

s demanded to be lossless recovered for some legal considera-

ion, medical diagnosis and high-precision nature requirement [4] .

 lot of image encryption algorithms [5,6] and reversible data hid-

ng methods [4,7–9] have been proposed in recent years. They both

ave good performances in their research fields. 

Nowadays, reversible data hiding in the encrypted image (RD-

EI) has received increasing attentions in the research commu-

ity, where both the original image and secret data need to be

rotected [10,11] . In RDHEI, image encryption and data embedding

re accomplished by different users separately. The content-owner

rst encrypts the original image to a noise-like one, then the data-
∗ Corresponding author. 

E-mail address: yicongzhou@umac.mo (Y. Zhou). 

i  

p  

w  

u

ttps://doi.org/10.1016/j.sigpro.2018.04.016 

165-1684/© 2018 Elsevier B.V. All rights reserved. 
ider embeds secret data into the encrypted image without know-

ng its original content. This can be used in many scenarios such as

loud storage [12,13] , medical image management system [14,15] ,

aw forensics, military applications [1] and secure remote sens-

ng [16] . Taking the medical images as an example, due to the uti-

ization telesurgery and telediagnosis, medical imaging plays an in-

reasing important roles in real applications. The transmission and

haring of medical images must consider the confidentiality, which

eans that only authorized users (e.g., the attending doctor) are

ble to access the medical image. Thus, cryptography is needed.

or ease of management and protecting the patient privacy, some

dditional information (hereafter, we call it the secret data) such

s patient personal information and image source are added to the

ncrypted image by the database administrator, who has no right

o access the medical image content. At the receiver side, the au-

horized users, such as doctor and database administrator, are re-

uired to reveal the original image or secret data separately. An-

ther example for secure remote sensing are provided in [16] , in

hich the original satellite images are encrypted and sent to the

ase station(s). Some secret data, such as base station ID, location,

ocal temperature, wind speed, etc., are embedded into the en-

rypted image before transmission and storage. These images can-

ot be compressed due to their special utilization. For example,

he most commonly used medical image such as the Digital Imag-

ng and Communications in Medicine (DICOM) image is an uncom-

ressed image, and after converting it into JPEG file, a lot of data

ill be lost [17] . Thus, like other RDHEI methods, we focus on the

ncompressed images. 

https://doi.org/10.1016/j.sigpro.2018.04.016
http://www.ScienceDirect.com
http://www.elsevier.com/locate/sigpro
http://crossmark.crossref.org/dialog/?doi=10.1016/j.sigpro.2018.04.016&domain=pdf
mailto:yicongzhou@umac.mo
https://doi.org/10.1016/j.sigpro.2018.04.016


172 S. Yi, Y. Zhou / Signal Processing 150 (2018) 171–182 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2

 

m  

b

 

a  

d  

e  

w  

c  

(  

c  

p  

c

o  

c  

o  

f  

Z  

a  

d  

o  

p  

c  

I  

e  

t

 

h  

d  

p  

t  

l  

e  

t  

c  

s  

t  

v  

t  

i  

b  

l  

c  

c  

p  

m  

a  

T  

d  

v  

e  

L  

f  

t  

t  

m  

[  

b  

d  

(  

a  

b  

e  

d  
Many RDHEI methods have been proposed in recent years. De-

pending on whether a preprocessing procedure is needed to re-

serve room before image encryption, these methods can be divided

into two categories, namely: vacating room after encryption (VRAE)

and vacating room before encryption (VRBE) [1,18] . It is more effi-

cient to reserve spare space in the original image than that in the

encrypted image because many existing RDH [19–23] and sparse

representation [24] techniques can be used for reserving room.

Thus, VRBE methods can reach a larger embedding rate than VRAE

methods in general. However, the content-owner may not be will-

ing to perform such extra operation for reserving room because

s/he may have difficulty to do such complicated operation due to

the limited computation ability [25] . 

Therefore, VRAE seems to be more applicable in real applica-

tions. Hence, many researchers devote to develop efficient VRAE

methods. A lot of VRAE methods encrypt the original image using

the stream cipher [15,16,26–32] . These methods may cause incor-

rect extracted data or recovered image when the original image is

textured. Because they recover the original image mainly by ana-

lyzing the spacial correlations of the directly decrypted image, and

textured areas will result in inaccurate estimation results. Other

methods encrypt the original image by permutation [33,34] and

Paillier encryption [35–37] . The former is limited in embedding

rate and the later may cause data expansion in the encrypted im-

ages. In addition, these existing VRAE methods endure low quality

of the final recovered image. 

In order to solve these problems, in this paper, we propose a

parametric reversible data hiding method in encrypted image. It

inherits the merits of VRAE which does not need a reserve room

process at the content-owner side. In addition, it is a separable

method that data extraction and image recovery can be performed

independently. The contributions of this paper are summarized as

follows: 

(1) We propose an adaptive bit-level data embedding (ABDE)

method to embed secret data into the cover image by bit re-

placement. Two embedding strategies are designed for data

embedding, and ABDE automatically selects the one with a

higher embedding rate. 

(2) We propose an adaptive checkerboard based prediction

(ACBP) to predict 3/4 of the pixels in an image using its re-

maining 1/4 of the pixels. 

(3) Based on ABDE and ACBP, we further propose a paramet-

ric reversible data embedding method in encrypted images

(PRDHEI), where ABDE is used for data embedding, ACBP is

adopted for image recovery and parameter ε is to control

the embedding rate. It is a full reversible method that both

the secret data and original image can be perfectly recovered

when parameter ε = 1 . The embedding rate is much higher

than state-of-the-art RDHEI methods. 

(4) In addition, when ε > 1, PRDHEI slightly reduces the recov-

ered image quality while significantly increases the embed-

ding rate. When ε = 255 , it is able to embed as large as 4.5

bpp of the secret data and obtain an average PSNR larger

than 30 dB in the recovered images. 

The rest of this paper is organized as follows: Section 2 reviews

the state-of-the-art VRAE methods. Section 3 and Section 5 intro-

duce the proposed adaptive bit-level data embedding and checker-

board based prediction methods. Section 5 describes the proposed

parametric reversible data embedding method in encrypted im-

ages. Section 6 provides simulation results and comparisons with

several related works. Section 7 discusses several issues of the pro-

posed algorithm. Finally, Section 8 concludes this paper. 
. Related work 

In this section, we review several state-of-the-art RDHEI VRAE

ethods, in which the content-owner requires no preprocessing

efore encrypting the original image. 

Several VRAE methods [15,16,26–32] encrypt the original im-

ge using a stream-cipher. In [15,26] , the encrypted image is first

ivided into a number of non-overlapped blocks, and pixels in

ach block are separated into two categories, namely s 0 and s 1 ,

ith equal size. The data-hider then embeds one bit of the se-

ret data into one block by flipping the 3 least significant bits

LSBs) of pixels in s 0 (if the secret data is 0) or s 1 (if the se-

ret data is 1). Data extraction and image recovery are accom-

lished by analyzing the spatial correlations of the directly de-

rypted image. In Yu et al.’s method [27] , p % of the pixels in s 0 
r s 1 are flipped for data embedding. Thus, [15,26] are the spe-

ial case of [27] with p = 100 . In order to decrease the error rate

f the extracted data, Li et al. [28] duplicate the secret data be-

ore embedding into the encrypted image. Liao et al. [38] improved

hang’s method [15] by considering multiple neighboring pixels

ccording to the locations of different pixels, so that the embed-

ing rate is increased. In Zhou et al.’s method [16] , n ( n ≥ 1) bits

f the secret data are embedded into one image block using the

ublic key modulation mechanism, and the support vector ma-

hine technique is utilized for data extraction and image recovery.

n previous methods [15,16,26–28] , incorrect secret data may be

xtracted when the image block size is small. In addition, data ex-

raction and image recovery should be done simultaneously. 

In order to improve flexibility, several separable VRAE methods

ave been proposed, where the data extraction is completely in-

ependent from image recovery. In Zhang’s method [29] , 3 LSB

lanes of the encrypted image are compressed to accommodate

he secret data. In [30] , the low-density parity-check code is uti-

ized to compress half of the bits in the 4 th LSB plane of the

ncrypted image. Zheng et al. [32] selected several LSB planes of

he encrypted image and compressed every 3 bits into 2 to ac-

ommodate the secret data. However, this method needs a large

ize of auxiliary information for image recovery, which is not prac-

ical in real application. In Zhou et al.’s method [16] , all pixel

alues within the block are modified after data embedding due

he utilization of bit-level XOR and public key modulation, while,

n Zhang et al.’s method [31] , only the 3 LSBs of pixels in each

lock are changed by using the pseudorandom sequence modu-

ation mechanism. Different from the previous methods that en-

rypt the original image using stream-cipher, other algorithms en-

rypt the original image by permutation. Yin et al. [33] used two

ermutations to encrypt the original image: a coarse-grained per-

utation to scramble image blocks within the whole image, and

 fine-grained permutation to scramble pixels within each block.

hen, the histogram shifting method [4] is utilized to embed secret

ata in each block by randomly selecting two pixels to be the peak

alues. In this method, the histograms of the original image and

ncrypted image will keep the same, which is not secure enough.

ater, Yin et al. [34] improved this method using a modulation

unction to change pixel values in each block. However, it requires

hat the original image contains no saturation values. This means

he pixel values should be within the range of [1, 254]. These two

ethods [33,34] also have limited embedding rates. For method in

39] , the stream cipher is adopt to encrypt several most significant

it (MSB) planes in the original image, and secret data is embed-

ed into the rest LSB planes of the image by histogram shifting

HS) method. In [40] , Wu and Sun proposed a joint method and

 separable method for data embedding. The joint method em-

eds secret data by modifying the i th(1 ≤ i ≤ 6) LSBs of the pix-

ls in encrypted image, while the separable method embeds secret

ata by modifying its two MSBs. Huang et al. [41] use block per-
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Table 1 

Allocation of intervals for embedding Strategy-I and 1 ≤ ε ≤ 255. 

ε 0 100 101 110 111 

1 ≤ ε ≤ 4 NP min {−ε, −2 } � e � −2 e = −1 e = 0 1 ≤ e ≤ ε

5 ≤ ε ≤ 13 NP −ε � e � −3 −2 � e � −1 0 ≤ e ≤ 1 2 ≤ e ≤ ε

14 ≤ ε ≤ 22 NP −ε � e � −4 −3 � e � −1 0 ≤ e ≤ 2 3 ≤ e ≤ ε

23 ≤ ε ≤ 32 NP −ε � e � −5 −4 � e � −1 0 ≤ e ≤ 3 4 ≤ e ≤ ε

33 ≤ ε ≤ 255 NP −ε � e � −6 −5 � e � −1 0 ≤ e ≤ 4 5 ≤ e ≤ ε
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Table 2 

Allocation of intervals for embedding Strategy-II and 1 ≤ ε ≤ 255. 

ε 00 01 10 11 

1 ≤ ε ≤ 4 NP −ε � e � −1 e = 0 1 ≤ e ≤ ε

5 ≤ ε ≤ 13 NP −ε � e � −2 −1 � e � 1 2 ≤ e ≤ ε

14 ≤ ε ≤ 22 NP −ε � e � −3 −2 � e � 2 3 ≤ e ≤ ε

23 ≤ ε ≤ 32 NP −ε � e � −4 −3 � e � 3 4 ≤ e ≤ ε

33 ≤ ε ≤ 255 NP −ε � e � −5 −4 � e � 4 5 ≤ e ≤ ε
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s

utation and bit-XOR to embed the original image, and the tra-

itional RDH method such as difference histogram shifting (DHS)

nd prediction-error histogram shifting (PHS) are utilized to em-

ed secret data. Another type of VRAE methods adopts the Paillier

ncryption to encrypt the original image [35–37] . However, these

RAE methods may cause data expansion and increase the com-

unication bandwidth. 

. Adaptive bit-level data embedding 

In this section, we propose an adaptive bit-level data embed-

ing (ABDE) to embed secret data into the cover image C by pixel

abeling and bit replacement. Here, we introduce the ABDE in two

hases: (1) data embedding and (2) data extraction and image re-

overy. 

.1. Data embedding 

.1.1. Pixel grouping 

Firstly, we divide an 8-bit depth M × N gray-scale cover im-

ge C into k non-overlapped blocks C (1) , C (2) , . . . , C (k ) with a size

f 2 × 2, where k = MN/ 4 . We use C 

j 
(i ) 

(i = 1 , . . . , k ; j = 1 , 2 , 3 , 4) to

enote the j th pixel in the i th block in raster scanning order. Then,

ll pixels in the image are divided into four pixel sets, namely: (a)

eference pixel (RP), (b) specific pixel (SP), (c) embeddable pixel

EP) and (d) non-embeddable pixel (NP), where RP ∩ SP ∩ EP ∩
P = ∅ . Here, RP denotes the set of pixels { C 

1 
(t) 

} k 
t=1 

. All pixels in RP

ill be kept unchanged during the whole data embedding phase.

P indicates two specific pixels C 

2 
(1) 

and C 

3 
(1) 

. They are utilized to

tore some parameters which will be discussed later. EP refers to a

et of pixels whose e satisfies with the condition in Eq. (2 ), where

 is calculated by Eq. (1) , and ε is a predefined parameter. This

eans that pixels in EP can be approximately predicted by their

eference pixel C 

1 
(t) 

. NP denotes the pixel whose e fails to meet

he condition in Eq. (2 ). Assume that there are n pixels in EP. The

alue of n will change when ε is different. 

 = C 

j 

(t) 
− C 

1 
(t) , j = 2 , 3 , 4 (1)

ε � e � ε, ε ∈ N 

+ (2)

.1.2. Pixel labeling and data embedding 

To embed secret data, firstly, pixels in EP and NP are labeled by

ome predefined labeling bits according to the difference value e

nd parameter ε. Here, we provide two strategies for pixel label-

ng as shown in Tables 1 and 2 . Given a parameter ε, for Strategy-I,

e use one bit (‘0’) to label each pixel in NP and four sets of 3-bit

abeling bits (‘100’, ‘101’,‘110’,‘111’) to label pixels in EP under var-

ous ranges of e . Thus, for an 8-bit depth image, one bit of each

ixel in NP is replaced by ‘0’, and the remaining 7 bits will be

ept unmodified. For each pixel in EP, 3 bits are replaced by the

orresponding labeling bits and the remaining 5 bits are reserved

o accommodate the secret data. Similarly, for Strategy-II, we use

wo bits (‘00’) to label each pixel in NP and three sets of 2-bit la-

eling bits (‘01’, ‘10’, ‘11’) to mark pixels in EP, respectively. Thus,
trategy-I and Strategy-II are able to embed totally 6 n and 5 n bits

f the payload, respectively. 

The embedding strategy type and parameter ε are important

or data extraction and image recovery, thus, they will be stored as

ell. Because the strategy type can be stored by 1 bit (e.g., ‘0’ for

trategy-I and ‘1’ for Strategy-II), and ε can be stored by 8 bits,

e use the two pixels in SP to store them by bit replacement.

he original 9 bits in SP are preselected and stored with secret

ata. Thus, we can construct the payload P , which consists of three

arts: (1) 9 bits in SP; (2) the bit sequence Q that is formed by

icking the been replaced bits in NP; (3) the secret data M . Thus,

he length of Q will be ( 3 4 MN − n − 2 ) or 2 × ( 3 4 MN − n − 2) bits

hen Strategy-I or Strategy-II is used. We then can calculate the

ffective embedding rate r I and r II by 

 I = 

5 n − ( 3 
4 

MN − n − 2) − 9 

MN 

( bpp ) (3) 

 II = 

6 n − 2( 3 
4 

MN − n − 2) − 9 

MN 

( bpp ) , (4) 

here r I and r II are the embedding rates using Strategy-I and

trategy-II, respectively. When r I � r II , we use Strategy-I to embed

he secret data; otherwise, we use Strategy-II. Therefore, given a

over image and parameter ε, we can determine the embedding

trategy (ES) by 

S = 

{
Strategy-I , if n � 

3 
8 

MN − 1 

Strategy-II , otherwise 
(5) 

hus, the actual embedding rate r (bpp) is 

 = max { r I , r II } (6)

As can be seen, when ε = 255 , the difference e calculated by

q. (1) will always fall into the range in Eq. (2) . This means that

o pixel will be classified into the set NP and thus n = 

3 
4 MN − 2 .

herefore, ABDE is able to achieve the maximum embedding rate

f 

 max = 

(3 MN/ 4 − 2) × 6 − 9 

MN 

≈ 4 . 5 bpp. (7) 

The detailed procedures of ABDE are provided in Algorithm 1 .

e use a 1-bit parameter T to denote the embedding strategy type,

or example, ‘0’ for Strategy-I and ‘1’ for Strategy-II. 

.2. Data extraction and image recovery 

After obtaining the marked image, users are able to extract the

ecret data and recover the original image. 
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Algorithm 1 ABDE. 

Input: Cover image C , secret data, parameter ε. 

1: Divide C into four categories: RP, SP, EP and NP.Determine the 

embedding strategy ES according to Eq. (5). Construct the pay- 

load P . 

2: Embed the parameters ε and T into SP by bit replacement. 

3: for Each pixel in EP do 

4: if ES = Strategy-I then 

5: Replace the first 3 bits by ‘100’, ‘101’, ‘110’ or ‘111’ accord- 

ing to Table 1. 

6: Replace the remaining 5 bits by payload bits. 

7: else if ES = Strategy-II then 

8: Replace the first 2 bits by ‘01’, ‘10’ or ‘11’ according to 

Table 2. 

9: Replace the remaining 6 bits by payload bits. 

10: end if 

11: end for 

12: for Each pixel in NP do 

13: if ES = Strategy-I then 

14: Replace the first 1 bit by ‘0’. 

15: else if ES = Strategy-II then 

16: Replace the first 2 bits by ‘00’. 

17: end if 

18: end for 

Output: Marked image ˆ C . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Illustrative example of ABDE using Strategy-II, the effective embedding rate 

r = 0 . 875 bpp. 

Fig. 2. Illustration of ACBP. 

w  

I  

n  

b  

r

4

 

p  

r  

b  

t  

t  

w  

t  

a  

s  

i  
3.2.1. Data extraction 

To extract the secret data, firstly, we obtain the parameters ε
and T from the pixels in SP. According to the embedding strategy

type and ε, we can distinguish the pixels in EP and NP, respec-

tively. We then extract 5 (or 6) bits of the payload from each pixel

of EP sequentially when T = 0 (or 1 ). Finally we obtain the secret

data from the extracted payload bits. 

3.2.2. Image recovery 

For image recovery, we first use the first 9 bits and the subse-

quent bit sequence Q extracted from the payload to recover pixels

in SP and NP, respectively. By now, only the pixels in EP need to

be recovered. For each of the pixel in EP, according to its labeling

bits, we can determine the range [ v l , v r ] in which e belongs to. For

example, if the labeling bits equal to ‘01’ and ε = 7 , according to

Table 2 , −7 � e � −2 . Thus, [ v l , v r ] = [ −7 , −2] . We then obtain the

approximately difference value ˆ e by 

ˆ e = 

{	 (v l + v r ) / 2 
 , if v r < 0 

� (v l + v r ) / 2 � , otherwise , 
(8)

where ˆ e is the median value of the difference interval [ v l , v r ]. Next,

for each pixel in EP, we recover it by 

˜ C 

j 

(i ) 
= 

ˆ e + 

ˆ C 

1 
(i ) . (9)

The reference pixels in RP are not modified during the data em-

bedding phase, thus, ˆ C 

1 
(i ) 

= C 

1 
(i ) 

. When ˆ e = e, the recovered pixel

˜ C 

j 
(i ) 

equals to the original pixel C 

j 
(i ) 

; otherwise, we obtain ˜ C 

j 
(i ) 

≈
C 

j 
(i ) 

, thus result in an approximately recovered image. As we can

see from Tables 1 and 2 , when ε = 1 , the labeling bits are one-to-

one mapped to e . Therefore, ˆ e = e, and the original image can be

perfectly recovered. 

3.3. Example 

An illustrative example of ABDE is shown in Fig. 1 , in which

the original image is with size of 4 × 2 and ε = 2 . According to ε,
e calculate n = 3 < 

3 
8 ∗ 8 − 1 = 2 . Thus, the embedding Strategy-

I is applied. Parameters ε and T are converted into an 8-bit bi-

ary sequence ‘0 0 0 0 0 010’ and 1-bit ‘1’ and embedded into SP

y bit replacement, respectively. The effective embedding rate is

 = 

3 ×6 −2 −9 
8 = 0 . 875 bpp. 

. Adaptive checkerboard based prediction 

In this section, we propose an adaptive checkerboard based

rediction (ACBP) to predict 3/4 of the pixels in an image by its

emaining 1/4 pixels. It is an improved version of checkerboard

ased prediction (CBP) proposed in [8] by considering image struc-

ure features within small image blocks. As shown in Fig. 2 , we use

he pixels marked in black to predict the pixels marked in gray and

hite. ACBP consists of two steps as shown in Fig. 2 (a) and (b). In

he first step, pixels marked in gray are predicted by their four di-

gonal pixels, and the results can be calculated by Eq. (10) . In the

econd step, pixels in white are predicted by their four neighbor-

ng pixels in horizontal and vertical directions using Eq. (11) . Here,
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Fig. 3. Example of texture features of small regions in Lena image. 

Fig. 4. Four directions of image smoothness and their corresponding weight coeffi- 

cients. 
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Table 3 

Settings of weight coefficients w 1 , w 2 , w 3 and w 4 based on different values of tex- 

ture features. 

G w 1 w 2 w 3 w 4 

G 1 v 1 v 3 0.35 0.15 0.45 0.05 

v 4 0.35 0.15 0.05 0.45 

v 2 v 3 0.15 0.35 0.45 0.05 

v 4 0.15 0.35 0.05 0.45 

G 2 v 3 v 1 0.45 0.05 0.35 0.15 

v 2 0.05 0.45 0.35 0.15 

v 4 v 1 0.45 0.05 0.15 0.35 

v 2 0.05 0.45 0.15 0.35 

t  

c  

{  

o  

s  

i  

t  

w  

t  

0

5

 

i  

w  

t  

t  

c  

c  

t  

t  

s  

r  

t  

K  

c  

t  

r  

a

5

 

i  

[  

n  

O  

t  

w  

w  

a  

i

E  

w

i  

e  

t  

t

 1 , w 2 , w 3 and w 4 are weight coefficients that are satisfied with

 w 1 , w 2 , w 3 , w 4 } ≥ 0, w 1 + w 2 = 0 . 5 and w 3 + w 4 = 0 . 5 . 

 = round (w 1 ∗ (x 1 + x 2 ) + w 2 ∗ (x 3 + x 4 )) (10)

 = round ( w 3 ∗ ( x 5 + x 6 ) + w 4 ∗ ( x 7 + x 8 ) ) , (11) 

here round(.) converts the value to its nearest integer. 

In general, a small region in a normal image has similar texture

eatures. As can be seen from Fig. 3 , the regions (1) and (2) contain

blique and vertical stripes, respectively. Thus, we divide the im-

ge into small blocks with a size of s 1 × s 2 , and apply ACBP in each

lock to predict the pixels. Weight coefficients w 1 , w 2 , w 3 and w 4 

re set by analyzing the local texture feature within a block. Thus,

locks with different texture features will use different values of

eight coefficients. Next, we discuss the settings of weight coeffi-

ients w 1 , w 2 , w 3 and w 4 used in ACBP. Given an image block A

ith size of s 1 × s 2 , we first calculate its four texture features v 1 ,

 2 , v 3 and v 4 by 

 1 = 

∑ s 1 −1 
i =1 

∑ s 2 
j=2 

‖ A (i, j) − A (i + 1 , j − 1) ‖ 

(s 1 − 1)(s 2 − 1) 
(12) 

 2 = 

∑ s 1 −1 
i =1 

∑ s 2 −1 
j=1 

‖ A (i, j) − A (i + 1 , j + 1) ‖ 

(s 1 − 1)(s 2 − 1) 
(13) 

 3 = 

∑ s 1 
i =1 

∑ s 2 −1 
j=1 

‖ A (i, j) − A (i, j + 1) ‖ 

s 1 (s 2 − 1) 
(14) 

 4 = 

∑ s 1 −1 
i =1 

∑ s 2 
j=1 

‖ A (i, j) − A (i + 1 , j) ‖ 

s 2 (s 1 − 1) 
, (15) 

here v 1 , v 2 , v 3 and v 4 are smoothness measurement functions

f A at four directions shown in Fig. 4 . The values of v 1 , v 2 , v 3 
nd v 4 are used to deduce the settings of w 1 , w 2 , w 3 and w 4 .

ext, we calculate three minimum values G = min { v 1 , v 2 , v 3 , v 4 } ,
 = min { v , v } and G = min { v , v } . According to G, G and G ,
1 1 2 2 3 4 1 2 
he detail settings of weight coefficients are listed in Table 3 . As

an be seen from this table, two groups of weights {0.45, 0.05} and

0.35, 0.15} are utilized to set the coefficients based on the values

f G, G 1 and G 2 , where the larger weight is corresponding to the

maller smoothness measure value. For example, when G = v 3 , the

mage block A is smoother at the horizontal direction than that at

he vertical direction. Thus, w 3 is set to the largest value of 0.45,

hile w 4 is set to the smallest value of 0.05. Then, we compare

he smoothness in two diagonal directions and set the weights to

.35 and 0.15 in the corresponding directions, respectively. 

. Parametric reversible data hiding in encrypted images 

In this section, we propose a parametric reversible data hiding

n encrypted images (PRDHEI) using ABDE and ACBP. The frame-

ork of the proposed algorithm is shown in Fig. 5 . It consists

hree phases: image encryption, data embedding, and data ex-

raction/image recovery. These three phases are accomplished by

ontent-owner, data-hider and receiver, respectively. In Phase I, the

ontent-owner encrypts the original image by block-based permu-

ation and modulation using K e . In Phase II, the data-hider encrypts

he secret data using the hiding key K h and embeds the encrypted

ecret data into the stream-deciphered image according to the pa-

ameter ε. Finally, the stream encipher is utilized to further pro-

ect the secret data and encrypted image. In Phase III, using K s and

 h , the receiver is able to extract the secret data losslessly. To re-

over the original image, ACBP is applied. Based on different set-

ings of parameter in data embedding phase, the proposed algo-

ithm is able to perfectly recover the original image or obtain an

pproximately recovered image with high visual quality. 

.1. Image encryption 

Without loss of generality, we assume that an original image O

s with size of M × N and its pixel values are within the range of

0, 255]. First, the content-owner divides O into a number of 2 × 2

on-overlapped blocks and permutates these blocks within image

 using ˙ K e , where ˙ K e = H(O ) � K e , � is the bit-level XOR opera-

ion, H(∗) is the secure hash function to generate a hash sequence

ith respect to the input content. Thus, totally k = MN/ 4 blocks

ill be obtained. We denote the obtained block-permutated image

s I , and its blocks as I (1) , I (2) , . . . , I (k ) . Then, each pixel value in I

s modified by 

 

i 
(t) = (I i (t) + R t ) mod 256 , for t = 1 , 2 , . . . , k , (16)

here I i 
(t) 

(i = 1 , 2 , 3 , 4) indicates the i th pixel of the t th block I (t) 

n the raster scanning order, R t ∈ [0, 255] is a random integer gen-

rated by ˙ K e . In this way, the encrypted image E is generated. Note

hat, any existing pixel permutation and random number genera-

ion methods can be used here to encrypt the original image. 
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Fig. 5. Framework of the proposed PRDHEI. 
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1 http://decsai.ugr.es/cvg/dbimagenes/g512.php . 
5.2. Data embedding 

After obtaining the encrypted image, the data hider encrypts

the secret data using data hiding key K h and embeds it into the

encrypted image using ABDE and parameter ε. According to the

key K s , a stream encipher is then applied to the data embedded

image to further protect the secret data from being illegally ex-

tracted. Any secure stream cipher encryption method can be used

here to protect the image and secret data. Finally, the obtained im-

age is denoted as the marked encrypted image. 

5.3. Data extraction and image recovery 

At the receiver side, using different security keys, one can ex-

tract the secret data or obtain the recovered image. Next, we de-

scribe data extraction and image recovery in detail. 

5.3.1. Data extraction 

When holding the security keys K s and K h , the receiver is able

to extract the secret data successfully. First, the stream decipher is

applied to the marked encrypted image using K s , and the obtained

image is denoted as D . We then extract the payload which con-

tains the encrypted secret data from D as described in Section 5.3 .

Finally, we decrypt the secret data using K h to obtain the plaintext

secret data. 

5.3.2. Image recovery 

To recover the original image, firstly, we obtain the stream deci-

phered image D as in data extraction phase. We then divide D into

a series of 2 × 2 non-overlapped blocks. According to the parame-

ter ε and embedding strategy type T extracted from SP, we classify

the rest non-reference pixels into categories EP and NP by check-

ing their labeling bits. Next, we replace the pixels in SP and NP by

extracted payload bits as mentioned in data extraction phase. Thus,

all pixels in RP, SP and NP are the same as in the encrypted image

E . 

To recover the pixels in EP, we first classify them into two

groups as ˙ Z = { ̇ Z 1 , ˙ Z 2 , . . . , ˙ Z u } and Z̈ = { ̈Z 1 , ̈Z 2 , . . . , ̈Z v } , where u +
v = n . ˙ Z contains the pixels when ‖ ̂ e ‖ � H and Z̈ consists of rest

pixels in EP. Here, H ≥ 1 is a predefined threshold that will be dis-

cussed in Section 7 , and ˆ e is calculated by Eq. (8) . Next, pixels in 

˙ Z

are recovered by Eq. (17) while pixels in Z̈ are kept unchanged. 

˙ E i = 

˙ Z 

r 

i + 

ˆ e i , i = 1 , 2 , . . . , u, (17)
here ˙ Z 

r 

i is the reference pixel of ˙ Z i . Thus, if ˆ e i equals to its original

alue e i , the current pixel will be perfectly recovered. Otherwise, it

ill be approximately recovered. 

Up to now, all pixels are recovered except for Z̈ . We denote the

btained image as ˆ E and decrypt it by 

˜ 
 

i 
(t) = ( ̂  E 

i 
(t) − R (t) ) mod 256 (18)

sing ˙ K e , the receiver then inversely permutates all blocks within

he image ˜ O to obtain a recovered image Ǒ . 

Next, we recover the pixels in the position of Z̈ . Firstly, we di-

ide Ǒ into 2 × 2 non-overlapped blocks and select pixels in RP

o form a sub-image S . Using the ACBP proposed in Section 4 , we

btain an approximately recovered image from S and denote the

esulted image as W . Next, according to the pixel positions in Z̈ ,

e pick the pixels in W with the same positions and replace them

o image Ǒ to obtain the final recovered image ˆ O . 

As analyzed in Section 5.3 , pixels in RP, SP and NP will al-

ays be perfectly recovered. When parameter ε = 1 , all pixels in

P will be classified in 

˙ Z . The obtained difference value ˆ e will al-

ays equals to its original value e . Thus, the recovered image ˆ O

s exactly the same with the original image O . When parameter

> 1, pixels in EP will be approximately recovered, which results

n a recovered image ˆ O that is similar to the original image O . 

. Experiments and comparisons 

In this section, we show the experimental results of PRDHEI

nd comparisons with several existing related works. All test im-

ges used in our experiments are selected from the Miscelaneous 1 

atabase as shown in Fig. 6 and with size of 512 × 512. For all the

imulation results of the proposed algorithm, we set the block size

o 4 × 4 in ACBP for image recovery. 

.1. Simulation results 

Fig. 7 shows the simulation results of the proposed algorithm for

ena image when ε = 1 . From the results we can observe that, it is

ble to embed 0.7 bpp of the secret data and the original image

an be perfectly recovered. 

 SNR = 10 × log 10 

255 

2 

, (19)

http://decsai.ugr.es/cvg/dbimagenes/g512.php
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Fig. 6. Test images used in this paper with size of 512 × 512. (a) Lena ; (b) Airplane ; (c) Barbara ; (d) Peppers ; (e) Boat and (f) Lake . 

Fig. 7. Simulation results of the proposed algorithm in Lena image: (a) the original image; (b) encrypted image; (c) marked encrypted image with ε = 1 , r = 0 . 7 bpp; (d) 

recovered image, PSNR = + ∞ dB and (e) difference between (a) and (d). 

Table 4 

Maximum embedding rate comparisons of different images applied by PRDHEI and several VRAE algorithms when the original image can be perfectly recovered. 

r Zhang Hong Zhang Li Zhang Wu Yin Yin Yin Zhou Huang [41] PRDHEI 

(bpp) [15] [26] [31] [28] [29] [40] [33] [34] [39] [16] DHS PHS 

Lena 0.004 0.004 0.005 0.010 0.036 0.060 0.12 0.13 0.07 0.15 0.103 0.087 0.70 

Airplane 0.001 0.001 0.005 0.013 0.036 0.039 0.19 0.21 0.15 0.19 0.147 0.121 1.27 

Barbara 0.001 0.001 0.001 0.005 0.036 0.001 0.09 0.10 0.05 0.15 0.079 0.064 0.35 

Peppers 0.004 0.004 0.005 0.006 0.036 0.009 0.11 0.12 0.06 0.19 0.077 0.056 0.54 

Boat 0.001 0.004 0.005 0.009 0.036 0.009 0.14 0.15 0.10 0.15 0.061 0.049 0.77 

Lake 0.001 0.004 0.005 0.005 0.036 0.007 0.09 0.10 0.05 0.01 0.067 0.047 0.30 

w

M  

O
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Table 5 

Performance comparison between ACBP and CBP from the aspect of MAE and PSNR. 

MAE PSNR (dB) 

CBP ACBP Improved CBP ACBP Improved 

Lena 3.98 3.77 0.21 32.90 33.56 0.66 

Airplane 4.28 4.07 0.21 29.41 29.89 0.48 

Babara 9.81 8.58 1.23 23.70 25.10 1.40 

Peppers 4.63 4.49 0.14 31.34 31.85 0.51 

Boat 5.40 5.09 0.31 29.86 30.52 0.66 

Lake 6.95 6.57 0.38 28.36 29.15 0.79 

Average 5.83 5.43 0.40 29.26 30.01 0.75 

A  

i  

t  

i  

a  

m

7

 

l  

e  

m  

e  

(  

u  
here 

 SE = 

1 

M N 

M ∑ 

i =1 

N ∑ 

j=1 

(O (i, j) − ˆ O (i, j)) 2 (20)

 and 

ˆ O are the original and recovered images, respectively. 

.2. Comparisons 

Some applications may hope to lossless recover the original im-

ge at the receiver side. For example, the law forensics, military

pplications, etc. For this purpose, we compare the maximum em-

edding rate of PRDHEI with several related work under the situa-

ion that the secret data can be successfully extracted and the orig-

nal image can be lossless recovered. Because the proposed PRDHEI

s a VRAE method, for a fair comparison, we select several existing

RAE methods to compare the performances with it. The results

re listed in Table 4 . In our method, secret data can always be suc-

essfully extracted under various ε, and the original image can be

erfectly recovered when ε = 1 . For other VRAE methods, in order

o achieve a better performance, we set the block size in [15,26] to

 × 8, and [33,34] to 4 × 4 for demonstrations. In Wu and Sun’s

ethod [40] , we embed 4 bits of the secret data into each group of

he pixels for experiments. In [39] , the 2 MSB planes of the origi-

al image are encrypted and secret data is embedded into the rest

 LSB planes. For Huang et al.’s method [41] , we set the block size

o 2 × 2 for demonstration. For Zhou et al.’s [16] method, we em-

ed 3 bits of secret data into each image block, different embed-

ing rates can be achieved by setting different sizes to the block.
s can be seen from the results, our proposed algorithm signif-

cantly improved the maximum embedding rate, especially when

he original image is with less texture. For example, for the test

mage Airplane , it can reach the maximum embedding rate as large

s 1.27 bpp, which is more than 5 times larger than the existing

ethods. 

. Discussion 

In this section, we discuss the proposed PRDHEI from the fol-

owing nine aspects: (1) experimental effects of using different

mbedding strategies; (2) embedding rate comparison; (3) perfor-

ance comparison between ACBP and CBP; (4) analysis on param-

ter setting of H for image recovery; (5) rate-distortion analysis;

6) simulation results when ε > 1; (7) PSNR results comparisons

nder various embedding rates; (8) Difference between PRDHEI
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Fig. 8. Effective embedding rate of three images under different embedding strate- 

gies and parameter ε. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9. Average embedding rates of 200 images under various ε. 

Fig. 10. Average PSNR values of 10 0 0 0 images recovered by different schemes un- 

der various ε. (For interpretation of the references to color in this figure, the reader 

is referred to the web version of this article.) 
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and the unified data embedding and scrambling (USE) method and

(9) security analysis. 

7.1. Embedding strategy comparison 

In the proposed algorithm, we provide two strategies for data

embedding. Here, we compare the embedding rates of several test

images selected from Fig. 6 using different embedding strategies

and parameter ε. The results are plotted in Fig. 8 , where A -I/II

means image A is embedded by Strategy-I/II. From the results, we

can observe that, when ε is small, Strategy-I is able to reach a

higher embedding rate; when ε is larger, Strategy-II performs bet-

ter than Strategy-I. The negative value means it cannot embed any

secret data when the corresponding epsilon and embedding strat-

egy are used. In our proposed algorithm, we automatically select

the embedding strategy using Eq. (5) , so that it can always achieve

an optimal embedding rate. 

7.2. Embedding rate comparison 

Here, we select 200 images from the BowsBase 2 database to

show the average embedding rates under various ε. The results

are plotted in Fig. 9 . As can be seen from this figure, the average

embedding rate rises sharply when ε ≤ 30, while increases slowly

when ε > 30. Thus, by setting ε = 30 , the proposed algorithm can

reach an average embedding rate larger than 4 bpp, which is close

to the maximum embedding rate of 4.5 bpp. 

7.3. Performance comparison between ACBP and CBP 

Here, we use six images in Fig. 6 to compare the performance

between ACBP and CBP from the aspect of mean absolute error

(MAE) and PSNR. The results are listed in Table 5 , where the block

size is set to 4 × 4 in ACBP. The MAE is calculated by 

MAE = 

1 

N 

N ∑ 

i =1 

(| p i − p ′ i | ) , (21)

where p i and p ′ 
i 

are the original and predicted pixel values, respec-

tively. Because we use 1/4 of the pixels in the image to predict the

remaining 3/4 of them, N = 0 . 75 MN. The smaller MAE values in-

dicate that the pixels can be better predicted. The PSNR is to com-

pare the visual quality between the original image and predicted
2 http://bows2.ec-lille.fr/ . 

t  

H  

E  
mage. From the results we can observe that the proposed ACBP

as better performance than CBP. 

.4. Analysis on parameter setting of H for image recovery 

We use the 10 0 0 0 images from the BowsBase database to show

he average PSNR values of recovered images under various ε and

 . The results are plotted in Fig. 10 , where the blue line indicates

he average PSNR of recovered images using ACBP only. Because

nly the reference pixels are utilized for image recovery in ACBP,

o matter how many secret data is embedded, the PSNR of the

ecovered image will keep the same value around 32 dB. When

 = 130 , the PSNR of recovered image seriously reduces as the in-

reasing of ε. When ε > 50, the PSNR of recovered image will be

ess than that of using ACBP only. This is because all pixels in EP

elong to ˙ Z and will be recovered by considering their labeling bits

nly. As can be seen from Eq. (17) , when | ̂ e i − e | is large, the recov-

red pixel has a significant difference to its original one. This leads

o a low PSNR value in the recovered image. Thus, when setting

 to a small value, a portion of pixels in EP will be recovered by

q. (17) , while the others with large | ̂ e − e | will be recovered by
i 

http://bows2.ec-lille.fr/


S. Yi, Y. Zhou / Signal Processing 150 (2018) 171–182 179 

Table 6 

Effective embedding rate r (.bpp) and PSNR (.dB) results of recovered images under various ε. 

ε

2 3 4 5 6 7 8 10 15 20 25 30 255 

Lena r 1.02 1.55 2.10 2.51 2.82 3.07 3.26 3.52 3.87 4.04 4.14 4.21 4.50 

PNSR 60.92 54.98 50.61 50.45 48.93 46.75 45.47 42.79 39.45 36.54 36.18 35.74 34.07 

Airplane r 1.64 2.26 2.67 2.94 3.14 3.30 3.42 3.59 3.85 3.99 4.08 4.14 4.50 

PNSR 56.66 54.19 50.00 50.36 48.97 46.94 45.67 44.15 40.32 36.42 35.98 35.53 30.15 

Barbara r 0.59 1.00 1.32 1.60 1.87 2.08 2.26 2.53 2.97 3.25 3.45 3.60 4.50 

PNSR 62.06 57.32 54.09 51.48 49.92 47.71 46.39 43.66 40.17 31.49 30.97 30.36 25.41 

Peppers r 0.84 1.33 1.82 2.27 2.64 2.94 3.18 3.51 3.91 4.07 4.15 4.20 4.50 

PNSR 61.27 56.53 50.85 50.59 48.99 46.77 45.47 42.83 39.42 35.61 35.39 35.12 32.3 

Boat r 1.09 1.58 2.04 2.35 2.59 2.77 2.92 3.16 3.56 3.79 3.94 4.04 4.50 

PNSR 60.83 54.93 50.65 50.65 49.14 47.04 45.69 42.98 39.91 34.72 34.17 33.65 30.92 

Lake r 0.53 0.93 1.26 1.58 1.91 2.18 2.42 2.81 3.38 3.67 3.85 3.96 4.50 

PNSR 62.31 57.47 54.03 51.43 49.81 47.56 46.21 43.45 39.91 33.09 32.63 32.19 29.58 

Fig. 11. PSNR comparison of three test images under various embedding rates and 

using different embedding strategies. 
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CBP. Therefore, a higher visual quality of the recovered image can

e obtained. As can be seen, when H is small, the recovered im-

ges using the proposed algorithm will always achieve better vi-

ual quality than that of using ACBP only. The average PSNR value

s larger than 30 dB. For simplicity, we set H = 10 for experiments

n the rest of this paper. 

.5. Rate-distortion comparison 

Here, we compare the distortion of the recovered images ap-

lied by different embedding strategies. The results are plotted in

ig. 11 , where A -I/II means image A is embedded by Strategy-

/II. From the results we can observe that, using Strategy-I and

trategy-II will obtain a maximum embedding rate close to 3.75

pp and 4.5 bpp, respectively. Given an embedding rate with small

alue, embedding Strategy-I will obtain a higher PSNR result; oth-

rwise, Strategy-II will perform a better visual quality in the recov-

red image. 

.6. Simulation results when parameter ε > 1 

Table 6 shows the effective embedding rate r and PSNR values of

ecovered images under different values of ε. As can be seen from

his table, the embedding rate r increases as the increasing of pa-

ameter ε. When ε is small, images with less texture are able to

mbed more secret data than that with more texture. On the other

and, the recovered image quality is dependent on the settings of

arameter ε. When ε = 2 , the PSNR of recovered image is as high
s 60 dB. When ε = 30 , all images can achieve an embedding rate

 larger than 3.6 bpp. The final recovered images have satisfied vi-

ual quality with PSNR values all larger than 30 dB. When ε = 255 ,

t achieves the maximum embedding rate of 4.5 bpp, and the re-

overed images are all with PSNR larger than 25 dB. Thus, the pro-

osed algorithm is able to embed a large number of secret data

hile keeping high image quality in the final recovered images. 

.7. PSNR Results comparisons under various embedding rates 

For some applications, for example, the Cloud storage and other

mage management systems, they may allow the original image to

e slightly modified while embedding as large secret data as pos-

ible. In this scenario, we compare the PSNR results of recovered

mages under various embedding rates. Six test images in Fig. 6 are

tilized for demonstration and the results are plotted in Fig. 12 . In

ur proposed algorithm, the secret data can always be lossless ex-

racted under various embedding rates. For other VRAE methods

hose secret data cannot be perfectly extracted, the comparison is

nder the case that the secret data has high probability to be loss-

ess extracted. Thus, for those methods, the pure embedding rate

 becomes to r(1 − H(ρ)) , where H ( ρ) is the binary entropy func-

ion with the error rate ρ . From the results we can observe that,

ur proposed PRDHEI has significantly larger PSNR values than the

xisting VRBE methods under various embedding rates. Although

e embedded with as large as 3 bpp of secret data, it is able to

btain a recovered image with PSNR larger than 40 dB. However,

ther VRAE methods have limited embedding rates that are almost

ess than 1 bpp and with low PSNR values of the recovered images.

hese show the superiority of our proposed algorithm. 

.8. Difference between PRDHEI and the unified data embedding and 

crambling (USE) method 

PRDHEI is an encrypted domain based data embedding method.

t encrypts the original image using block based permutation and

odular operation, and exploits the spatial redundancy within

mall encrypted image blocks for data embedding. USE [8] uses

BP to predict pixels in an original image and embeds secret data

y degrading the image quality. Here, we summarize the difference

etween PRDHEI and USE from six following aspects: 

(1) The image for embedding secret data. PRDHEI embeds the

secret data on the encrypted image while USE performs data

embedding in a normal image (i.e. the original image). 

(2) The way of performing image encryption and data embed-

ding. PRDHEI performs image encryption and data embed-

ding by different users, separately and independently. In

PRDHEI, the original image is first encrypted by the content
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Fig. 12. Comparisons of PSNR results of the recovered image after data extraction under various embedding rates. (a) Lena ; (b) Airplane ; (c) Barbara ; (d) Peppers ; (e) Boat 

and (f) Lake . 
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owner, the data hider then embeds secret data into the en-

crypted image without knowing the original image content.

However, USE embeds secret data into the original image for

image scrambling. It performs data embedding and image

scrambling in a single step. 

(3) The calculation method of the prediction-error value. PRD-

HEI calculates the prediction-error value according to the

differences between the reference pixel and other three pix-

els within a 2 × 2 encrypted image block. However, USE ob-

tains the prediction-error value after using CBP to predict a

pixel via its four/eight surrounding pixels in a normal image.

(4) The strategy of data embedding. PRDHEI uses two strategies

(Strategy-I and Strategy-II) for data embedding while USE

uses only one embedding strategy (similar to Strategy-II in

PRDHEI). From the experiment results in Fig. 8 , Strategy-I

significantly improves the effective embedding rate when ε
is small. 

(5) The prediction method. PRDHEI uses ACBP only for image

recovery. However, USE uses CBP to predict pixels for both

data embedding and image recovery. Our ACBP is an im-

proved version of CBP. Experiment results in Table 5 show

that our ACBP achieves a better performance than CBP. 

(6) The data embedding rounds. PRDHEI performs only a sin-

gle round of data embedding while USE performs multiple

rounds for data embedding by exploring the spatial correla-

tions of the unchanged pixels in the original image. 

7.9. Security analysis 

For the encrypted image based data hiding, both the original

image and the secret data need to be protected. To protect the se-

cret data, we first encrypt it using the data hiding key K h before

data embedding, and then apply a stream cipher. Note that users

can choose any secure data encryption algorithm to ensure the se-
ret data security. Therefore, we mainly focus on analyzing the se-

urity of the image encryption method used in PRDHEI. 

.9.1. Ciphertext-only attack 

Ciphertext-only attack is an attack model that the attackers at-

empt to reveal the information of the plaintext, or even the se-

urity key, from the ciphertext only. To protect the original image,

rstly, we divide it into k blocks and apply a block permutate to

hange the pixel positions. Thus, totally k ! possible permutations.

he pixel modulation operation is then adopted to change the pixel

alues using random numbers. Thus, for an image with 8-bit pixel

epth, the possibility of successful decrypting it without the cor-

ect encryption key is as small as 1/( k !256 k ). 

Next, we experimentally analyze the encryption effect of the

roposed algorithm. Fig. 13 provides the histogram result of the

riginal and encrypted Lena image. As can be seen, after image en-

ryption, the pixel values are uniform distributed, so that it will

ot reveal the original image information by analyzing its his-

ogram. In our algorithm, each image block is treated as a single

nit for permutation and modular operation, the encryption ef-

ect also depends on the correlation between image blocks. Thus,

he encryption algorithm should break the block correlations. The

athematical data correlation is defined by 

orr = 

E[(X − μX )(Y − μY )] 

σX σY 

, (22)

here X and Y are two data sequence, μ is the mean value and

is the standard deviation. When X and Y are high correlated,

he correlation value is close to 1; otherwise, it is close to 0. In

his experiments, we randomly select 30 0 0 image blocks and their

orresponding neighboring blocks along with the horizontal, ver-

ical and diagonal directions from the original and encrypted im-

ges separately. Here, X and Y are obtained by calculating the mean

alue of each selected block and its neighboring block. The adja-

ent block correlation results are listed in Table 7 . As can be seen,
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Fig. 13. Histogram of Lena image. (a) the original image and (b) encrypted image. 

Fig. 14. Simulation results of differential analysis on Barbara image: (a) the original image O 1 ; (b) the original image O 2 , where O 1 and O 2 are with only one bit difference; 

(c) encrypted results of O 1 , (d) encrypted results of O 2 and (e) the difference between (c) and (d). 

Table 7 

Image block correlations of Lena image and its encrypted image. 

Images Horizontal Vertical Diagonal 

Original image 0.9867 0.9731 0.9601 

Encrypted image 0.0240 −0.0190 −0.0039 
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he original image has high block correlations. However, after im-

ge encryption, the spatial correlations between image blocks are

isturbed. Thus, one has difficulty to obtain any information from

he encrypted image by analyzing the correlations between image

locks. 

.9.2. Known/chosen-plaintext attack 

Known/Chosen-plaintext attack is a cryptanalysis model that

he attackers have the plaintexts and their corresponding cipher-

exts and try to reveal the information of the secret key. Here,

e use the differential analysis to show the robustness of the

roposed encryption algorithm against the known/chosen-plaintext

ttack. The results are shown in Fig. 14 . From the results, we can

bserve that even with one pixel difference in the original im-

ges, the obtained encrypted images are totally different. There-

ore, it is difficult for attackers to obtain any information by an-

lyzing the correlations between the ciphertexts and their plain-

exts. This verifies that the proposed algorithm is able to withstand

he known/chosen-plaintext attack. 

. Conclusion 

In this paper, we proposed a parametric reversible data hiding

ethod in encrypted images. It uses the adaptive bit-level data

mbedding method to embed the secret data and combines the

daptive checkerboard based prediction and labeling bits informa-

ion to recover the original image. In the proposed algorithm, data
xtraction and image recovery are totally independent and secret

ata can always be completely extracted under various embedding

ates. The original image can also be perfectly recovered when pa-

ameter ε = 1 . Experiments have shown that the embedding rate is

uch larger than the state-of-the-art methods. In addition, when

> 1, it significantly increased the embedding rate. Simulations

nd comparisons have shown that our proposed algorithm has a

aximum embedding rate of 4.5 bpp. Meanwhile, the recovered

mages have significantly higher quality than existing methods un-

er various embedding rates. 
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